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1
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Instructions : (1) All questions are compulsory.

(2) Question - 1 carries 20 marks.
(3) Question - 2 and Question - 3 carry 25 marks.

(4) Students can use their own scientific calculators.

1 Filling the blanks and short questions : (Each 1 mark) 20

(1) The range of partial regression coefficient is

(2) 1s a characteristic function of Binomial
distribution.

3) 1s a characteristic function of Chi-square
distribution.

(4) t — distribution with 1 d.f. reduces to

(5) If x follows Gama distribution with parameter p, then
by =ky +3k5 s

(6) If two independent variates X; ~ y(nl) and X, ~ }/(nz),
then X + X, 1is distributed as

(7) A linear combination of independent normal variates
is also

. 2 .
(8) For Normal distribution py =k, +3k5 1s
9 If %12 and %22 are two independent Chi-square variates

with d.f. n; and n,, respectively, then the distribution

2y
of Xé m o

S
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(10) If two independent variates X; ~ y(nl) and X, ~ y(nz)

X

then is distributed as

(11) Measured of Kurtosis coefficient for Normal distribution
are

(12) Weibull distribution has application in

(13) If X ~N(0,1) and Yw)(i, then statistic VnX is

VY
distributed as .
(14) A measure of linear association of a variable say, X;
with a number of other variables X,, X5, X,, ... , X;
1s known as

(15) i1s a characteristic function of Normal
distribution.

(16) Define Bivariate Normal distribution.

(17) Define Beta second kind distribution.

(18) Write mean and variance of Gama distribution with
parameter (o, p).

(19) Write mean and variance of Normal distribution.

(20) Write mean and variance of Gama with parameter p
distribution.

2 (a) Write the answers any three : (each 2 marks) 6
(1) Define Beta first kind distribution.
(2) Why characteristic function need ?
(3) Define Convergence in Probability.

(4) Prove that, if n, =r3=r3=p, then r5;,=

bip = by3 bog
o L= bi3 by
(6) In trivariate distribution it is found that
rip = 0.77, r;3 = 0.72 and ry3 = 0.52. Find
(i) 193 and (i) R og.
(b) Write the answers any three : (each 3 marks) 9
(1) Usual notation of multiple correlation and multiple

I+p

(5) Prove that b, 3=

regression, prove that (71223 = 0'12 (1 - 1”122) (1 - r123 2).
(2) Obtain Probability density function for the

. . . . G
characteristic function ¢ (r)=e 2 .
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(3) Define Exponential distribution and obtain its
MGF. From MGF obtain its mean and variance.

(4) Define truncated Binomial distribution and also
obtain its mean and variance.

(5) Usual notation of multiple correlation and multiple

b +b b
regression, prove that b]2 _ 123 13.2 ©32.1 .

1=b135 0312
d}"
(6) Prove that p, =(-i)" — &, (1) ; where u=x—u.
dt =0
(¢) Write the answers any two : (each 5 marks) 10

(1) Obtain marginal distribution of x for Bi-variate
distribution.

(2) State and Prove that Chebchev's inequality.

(3) If x and y are independent Xz variates with n;
and n, degree of freedom respectively then obtain

distribution of and x+y.
X+y

(4) Drive t-distribution.

(5) Usual notation of multiple correlation and multiple
2 2

_ Mot 3= 2hp h3ty

2
l—r23

regression, prove that Rlz_ 23

3 (a) Write the answers any three : (each 2 marks) 6
(1) Define Log Normal distribution when
Y =log, (x—a).
(2) Obtain characteristic function of Poisson
distribution with parameter /.
(3) Obtain relation between ¢t and F distribution.
(4) Prove that ¢, (0)=1 and oy (1)|<1.

(5) Prove that,

2 2 2 2
> 93 (1 ~M2 T3 73 T 223 713)
03127 3
(1 - ’”12)
(6) In trivariate distribution it is found that o =2,
62 = 63 = 3, 7’12 = 07, 7’23 = "'31 = 05
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(b) Write the answers any three : (each 3 marks) 9

(1) Define truncated Poisson distribution and also
obtain its mean and variance.
(2) Obtain Harmonic mean of X ~7y (o, p).
(3) Obtain mean and variance of Uniform Distribution.
' sl d"
(4) Prove that K, =(-i) — 0x (t)
dt =0

(5) Usual notation of multiple correlation and multiple

regression, prove that Ty Ty F T 2 —-=,

(6) Usual notation of multiple correlation and multiple

regression, prove that by5 363 1631 2 =72.3%3.1731.2 -
(c) Write the answer any two : (each 5 marks) 10
(1) Obtain relation between F' and 962.
(2) Drive Normal distribution.

(3) Obtain MGF of Gamma distribution with

parameters o and p. Also show that
3B1—2B2+6:O
(4) If the joint pdf of x and y 1is

{x2 - 2pxy + y2}

2
1 2-p?)
X, y)=—-¢e
f( y) 21
where — o <x, y<oo;—1<p<1,
then find

(1) Marginal distribution of y.
(1) Conditional distribution of x when y is given.

(5) Usual notation of multiple correlation and multiple

"2 =133

=) -3

regression, prove that r, 5=
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